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A B S T R A C T

This study evaluated the interplay between environmental cues in virtual reality (VR)
and cybersickness as experienced by users of head-mounted displays (HMDs). Utiliz-
ing electroencephalogram (EEG) data and self-reported discomfort measures, the ef-
fects of three major VR cues - speed, scene complexity, and stereoscopic rendering - on
cybersickness were examined, with the latter being of particular interest as it had not
previously been studied explicitly in the context of VR-HMDs. Self-reported discom-
fort was assessed through in-VR single-item queries and post-VR simulator sickness
questionnaires, accounting for both immediate and persistent cybersickness, respec-
tively, and over three experiment sessions, accounting for the effects of accumulation.
Analysis revealed connections that indicate a relationship between EEG data and the
presence of cybersickness for all three cue types. Significant differences were observed
in EEG relative power changes between the trials where cybersickness was and was not
reported. EEG relative power changes were also linked to both immediate and persis-
tent cybersickness, especially in the theta and gamma frequency bands. The increase
in immediate discomfort with the stereoscopic rendering cues over successive sessions
suggests a decrease in tolerance to these effects over time.

1. Introduction1

Despite the tremendous progress achieved in virtual reality2

(VR) technologies, cybersickness remains a central issue in3

VR [1]. It has been revealed that modern VR head-mounted4

displays (HMDs), with their increased level of immersion, can5

lead to more severe instances of cybersickness compared to less6

immersive VR setups [2].7

Cybersickness, which presents during or following exposure8

to virtual environments (VEs) [3], is akin to motion sickness9

and commonly manifests as headaches, eye strain, nausea, and10

dizziness [4]. However, cybersickness can be triggered purely11

by visual stimuli in the absence of actual movement. Theoreti-12

cal evidence suggests that conflicts between visual and vestibu- 13

lar stimuli are the main cause of cybersickness. This is sup- 14

ported by the observation that more realistic-looking VEs can 15

induce more intense symptoms [5] as the enhanced visual stim- 16

uli provide the user with more information about the environ- 17

ment, making it harder to dismiss the conflict. Cybersickness 18

can reduce user comfort severely and hinder access to VR ap- 19

plications that serve therapeutic, rehabilitative, or educational 20

purposes [6]. While there are practices that can alleviate cyber- 21

sickness within VEs, such as reducing the field of view [7] or 22

using background images [8], they can be detrimental to user 23

experience when utilized constantly, and should therefore be 24

applied only when cybersickness occurs, or, better yet, is antic- 25

ipated. 26

In VR, another primary issue is the vergence-accommodation 27
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conflict (VAC), which can be exacerbated with systems using28

stereoscopic vision to convey an enhanced sense of depth [9].29

With VAC, discomfort arises because of the mismatch between30

vergence, where the eyes meet as the object of interest, and31

accommodation, where the eye lenses are tuned to focus on.32

In natural viewing, there is usually no conflict as vergence33

matches accommodation. On the contrary, when viewing VEs34

via stereoscopic vision, the object of interest can be rendered35

behind or in front of the display, resulting in vergence being di-36

rected towards the object while accommodation remains on the37

display. The conflicting cues lead to a feedback loop that pro-38

vokes discomfort. Although human visual system have some39

degree of tolerance towards VAC, the effect becomes tiring with40

long term use, especially with extended severe mismatch [10],41

and contributes to cybersickness [11, 12].42

With this work, we investigate the effects of three major43

VR cues - speed, scene complexity, and stereoscopic render-44

ing parameters - that factor into cybersickness via sensory con-45

flicts [4]. To evaluate the effects of simulating these cues in46

varying degrees, we make use of participants’ self-reported47

measures of cybersickness as well as their brain activity. The48

simulator sickness questionnaire (SSQ) [13], consisting of nau-49

sea, oculomotor, and disorientation subscales in a total of 1650

items, has been the most frequently applied self-reported mea-51

sure in cybersickness research. However, its use has been52

subject to criticism due to its breadth as the the discomfort53

may considerably diminish during the time spent administering54

the questionnaire [14]. For that reason, there have been stud-55

ies [15, 16] that have used single-question inquiries of discom-56

fort for immediate self-assessment. In this work, we adopted57

a combination of SSQ and a single-question inquiry together58

for a comprehensive assessment of cybersickness that covers59

both immediate and long-term VR-induced discomfort, thus en-60

abling a comparison between the two.61

As an objective and more direct response to cybersickness,62

it is possible to make use of biofeedback such as electroen-63

cephalogram (EEG), electrocardiogram (ECG), blood pressure,64

electrogastrogram (EGG), respiration, and skin temperature to65

estimate the severity of cybersickness related symptoms. In66

this study, EEG signals measured via a wireless mobile headset67

(Emotiv Epoc+) have been used for the headset provides ease68

of application together with ample biofeedback direct from the69

regions of the brain associated with cybersickness [17]. EEG70

signals comprise of waves that manifest in different shapes, fre-71

quencies and amplitudes according to the subject’s physiologi-72

cal and psychological state. They provide rich timely biofeed-73

back with multiple spatial components by different electrodes.74

Accordingly, EEG data has been shown to be beneficial in the75

study of brain activity arising with neuron interaction [18] and76

bears significant potential for use in cybersickness detection77

and mitigation [19].78

Overall, our aim has been to broaden the insight into cyber-79

sickness by comprehensively examining the effects of speed,80

scene complexity and stereoscopic rendering on cybersickness81

experienced with VR-HMDs. By exposure to these cues at82

varying levels, we evaluated subjects’ responses through mea-83

sures of brain activity and two types of cybersickness reports,84

one probing in-VR immediate discomfort with a single-item 85

query and the other probing post-VR persistent discomfort with 86

SSQ. Additionally, we considered personal factors including 87

susceptibility to motion sickness, level of VR experience and 88

video gaming frequency. For this evaluation, the subjects were 89

immersed in a VE that had been uniquely designed to induce 90

cybersickness by varying the severity of each cue through a set 91

of predefined levels in isolation (using separate scenes imple- 92

mented in the same VE) while simultaneously acquiring their 93

brain activity response using EEG. The collected data were an- 94

alyzed in relation to the cue types and their severity levels as 95

well as time spent in VR, accounting for the effects of accumu- 96

lation. 97

2. Previous Work 98

Cybersickness has been widely researched following the Ko- 99

lasinski’s work in 1995 [20], which cited multiple factors in- 100

cluding frame rate and tracking errors as its probable causes. 101

Several recent studies [21, 22, 11] offered extensive overviews 102

laying out many other factors focused on by a large body of 103

work. 104

Visually simulated movement speed has been one of the most 105

widely studied factors of cybersickness [23, 24, 25]. Move- 106

ment is an important aspect of an immersive virtual experience 107

as a user’s ability to move around the VE reinforces the spa- 108

tial aspect of the environment and allows for richer interac- 109

tions. However, short of certain exceptions such as teleporta- 110

tion, most VR locomotion methods invoke vection, i.e. illusory 111

self-motion. This perceived movement in the absence of real 112

physical movement is not felt by the vestibular system, causing 113

further discomfort with increasing speed. So et al. [26] reported 114

that movement speed had a significant effect on the oculomo- 115

tor discomfort subscore of SSQ, which is related to symptoms 116

concerning vision. In another work [27], they also showed that 117

nausea and total sickness severity increase linearly with speed. 118

Keshavarz et al. [24] reported the intensity of vection and its 119

duration are connected to the speed. This is supported by the 120

theory that sensory conflict, a major cause of cybersickness [4], 121

intensifies as speed increases. Further, earlier studies exhib- 122

ited that the mismatch between perceived and physical head 123

movements significantly contributed to symptoms of cybersick- 124

ness [28, 29]. It was also shown that introducing consistent 125

stereoscopic depth cues augmented linear vection along differ- 126

ent trajectories [30, 31]. 127

Some studies employed virtual roller coasters as they allow 128

for winding paths with many turns and high speed to induce 129

vection and cybersickness. Wibirama et al. [23] inspected the 130

effects of fixation points on cybersickness with roller coasters. 131

They found higher speed and real world footage of roller coast- 132

ers induced more intense cybersickness than slower and com- 133

puter generated ones, respectively. Nalivaiko et al. [32] investi- 134

gated the effects of cybersickness on the cardiovascular system 135

using biometrics and found the more realistic “Helix” simula- 136

tion induced more nausea in users. Krokos et al. [33] used a set 137

path of motion, with a design similar to a virtual roller coaster, 138

taking place in outer space and allowed participants to report 139
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occurrence of cybersickness in real time with a joystick. They140

reported increases in brain activity aligned with presence of cy-141

bersickness in their time-frequency analysis.142

Scene complexity, also referred to as spatial complexity or143

scene density [34, 35], has been identified as another signif-144

icant factor in the onset of cybersickness [4]. While limited145

studies have explicitly examined the effects of scene complex-146

ity on cybersickness, a growing body of literature that focused147

on different aspects of it suggests that it can be defined as a com-148

posite metric with multiple elements, including the number of149

objects, color variety, movement patterns, and associated parti-150

cle effects present in a VE. Kavakli et al. [36] posited the notion151

that as scene complexity increases, so too does the incidence of152

cybersickness, in parallel with the amount of visual complexity153

and motion information present. Liu et al. [5] suggested that the154

increase in the symptoms of cybersickness with elevated scene155

complexity might be due to the increasing amount of depth cues156

and the sense of presence, making the sensory conflict more in-157

tense. Keshavarz et al. [24] found that the intensity of vection158

is directly impacted by the crowdedness of a scene. Terenzi159

et al. [37] studied reactions of users to varying particle fields160

with different acceleration and optic flow types. They reported161

that different thresholds of discomfort related to different flow162

fields.163

Effects of cybersickness have been studied on different types164

of biometric feedback. Cebeci et al. [38] examined eye-related165

feedback along with heart rate change while users were shown166

VEs that are designed to invoke different emotional responses167

and observed a significant effect of the scene context on saccade168

mean speed, saccade rate, pupil dilation, fixation count, fixation169

duration, and heart rate. Naqvi et al. [39] reported significantly170

higher SSQ ratings and significantly lower low frequency to171

high frequency ratio in the ECG signals in users exposed to172

3D stimulus than 2D. Dennison et al. [40] used a variety of173

biometric responses including EGG, heart rate and electroocu-174

logram (EOG) and reported a significant relationship with the175

SSQ scores.176

Kim et al. [41] investigated the effects of cybersickness and177

time spent in the VE and found significant correlations between178

the time spent, SSQ scores and certain EEG relative band pow-179

ers, heart rate, eye blink rate, skin conductance, gastric tach-180

yarrhythmia and respiration rate. Especially with regard to181

EEG, their findings indicate a significant connection between182

beta and delta frequency band powers and cybersickness. They183

also suggested that cybersickness activity observed in EEG is184

likely a variant of seizure activity as it exhibits analogous be-185

haviour. Similarly, Chang et al. [8] pointed out the presence of186

attenuated alpha and beta waves when their users are subjected187

to heavier cybersickness inducing stimuli. Another study indi-188

cated correlation of the theta band power with increasing cyber-189

sickness [42]. Chen et al. [43] investigated the effect of motion190

sickness on EEG signals with a car simulator on a winding tun-191

nel and found connections including spectral changes in parietal192

and occipital areas. Jang et al. [44] compared the cybersick-193

ness EEG responses of user groups with low and high motion194

sickness susceptibility in VR. The high susceptibility group re-195

ported higher scores of SSQ and lower absolute bandpowers for196

the beta and gamma frequency bands. Oh et al. [34] used a col- 197

lection of 52 VEs with different parameters such as background, 198

movement speed and field of view and collected EEG, ECG and 199

galvanic skin response. They highlighted increasing delta fre- 200

quency band power and decreasing beta and gamma frequency 201

band powers with higher reports of cybersickness. Nurnberger 202

et al. [45] included horizontal and vertical directions of motion 203

and speed and found increasing levels of discomfort with higher 204

speed and increasing variety of motion, which were also identi- 205

fied with increased activity from lower frequency bands (delta, 206

theta and alpha) in the EEG recordings. 207

Researchers studied visual conflicts in relation to the dis- 208

comfort felt with various types of stereoscopic displays [46, 209

47, 48, 49] including VR-HMDs [50, 51]. Szpak et al. [10] 210

compared two groups, in one of which participants were im- 211

mersed in a VE, and reported that the VE group exhibited sig- 212

nificant differences in sight and accommodation abilities. Kim 213

et al. [52] studied the intensity of visual fatigue invoked by 214

2D and 3D displays and its effects on EEG signals. They re- 215

ported significantly higher visual discomfort with 3D content 216

and significantly higher average power of beta frequency ob- 217

served in EEG. Zou et al. [53] looked into certain ratio indices 218

such as θ/α and θ/β. They found significant differences for 219

the alpha and beta rhythms and multiple ratio indices involving 220

alpha band power for pre-VAC and post-VAC measurements 221

along with electrode location differences for all observed sig- 222

nals. Zheng et al. [54] reported EEG band power correlations 223

with VAC, mainly in the alpha and delta bands and the ratio in- 224

dices used in the former study [53]. Yildirim [55] investigated 225

display type effect on players’ cybersickness and enjoyment. 226

He found that although HMDs induce significantly more dis- 227

comfort compared to flat displays while gaming, they do not 228

provide a significant increase in enjoyment. He then extended 229

this study by evaluating the feeling of sickness across two dif- 230

ferent games, a car racing game and a first person shooter [56]. 231

Significant differences were found in the severity of cybersick- 232

ness felt with HMDs than playing on a regular screen in both 233

cases. Somrak et al. [57] compared the use of various HMDs 234

and a 2D TV for reference and obtained similar results, that is, 235

all HMDs that they tested inflicted more discomfort than the 236

2D TV. Wibirama et al. [58] investigated the effect of both user 237

activity (whether they were players or spectators) and move- 238

ment type in game (optical flow like movement in racing games 239

and arbitrary movement in shooter games) on cybersickness in 240

stereo 3D contents. They found that being a spectator and the 241

content with unpredictable movement increased the rating of 242

discomfort. 243

In this work, instead of focusing on a single control variable, 244

we evaluate the effects of three major VR cues, namely speed, 245

scene complexity and stereoscopic rendering parameters, on cy- 246

bersickness. There seem to be only a few studies that have ex- 247

tensively addressed the effects of scene complexity. Also, to our 248

knowledge, no other work has investigated the effects of differ- 249

ent stereoscopic rendering parameters on cybersickness expe- 250

rienced with immersive VR-HMDs. Contrarily, we investigate 251

the effects of varying these cues on cybersickness in parallel 252

within the same controlled VE that is viewed on a commonly 253
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available VR-HMD. Moreover, we carried our evaluation of254

invoked cybersickness as reflected by the simultaneously col-255

lected EEG feedback and corresponding self-reported measures256

of VR discomfort. Since the three cues under consideration257

here are all content-related factors (i.e. factors that can be con-258

trolled using software), it is possible to alter them automatically259

on the fly. Hence, an extensive analysis that presents the effects260

of varying these cues on EEG response conjointly is to provide261

valuable insight for future work, notably for designing methods262

of mitigating cybersickness via adjusting one or more of these263

cues based on timely brain activity feedback.264

3. Materials and Methods265

We have administered a within-subject user study by means266

of a VE with cybersickness inducing content via three differ-267

ent types of VR cues. The study had been approved by the268

ethics board at Hacettepe University. The components of the269

user study are discussed in the following subsections.270

3.1. Participants271

To gather participants for the study, a campus-wide an-272

nouncement was made at Hacettepe University. Participants273

responded to volunteer by filling out an online form.274

All participants validated that they did not suffer from275

epilepsy. They were also tested to make sure they can observe276

stereoscopic depth, have normal or corrected to normal vision277

acuity while viewing the VE with the HMD and are not color278

blind.279

Initially, 40 people who passed the screening were admitted280

to the study. However, five of them could not complete all three281

sessions due to schedule conflicts. From the remaining group,282

two of them reported not having felt any discomfort through-283

out the experiment so the data from these participants were dis-284

carded in the analysis. Thus, our final sample consisted of 33285

people (7 females, 26 males) aged 18-42 (mean age 23.8±5.56).286

The participants had an average MSSQ percentile of 29.7±22.7287

(out of 100), indicating low average susceptibility in the sam-288

ple. Their overall level of experience with VR was also low289

(0.9±1.1 mean on a 0-4 scale) and they had moderate video290

gaming habits (2.1±1.4 mean on a 0-4 scale).291

3.2. Experimental Procedure and the Virtual Environment292

During the experiment, participants experienced the VE in293

three repeating sessions. In each session, they went through294

three scenes, each corresponding to a different cue (movement295

speed, stereoscopic rendering or scene complexity) at varying 296

stimulus levels. The overview of the experimental procedure is 297

illustrated in Figure 1, which includes sample frames of each 298

scene. The scenes are detailed in the following subsections. 299

The complete scenes can be viewed in the supplementary video 300

material. 301

The VE was designed and rendered using Unity graphics de- 302

velopment engine and SteamVR. It was viewed with an HTC 303

Vive VR system running at 1080x1200px resolution per eye. 304

Prior to the experiment, participants were fully informed of 305

the experimental procedure, possible side effects of VR, and 306

cybersickness, as well as their right to terminate the experi- 307

ment at any time. They were instructed to refrain from speaking 308

during the experiment, except during breaks between levels or 309

if they need to end the experiment immediately. Participants 310

provided written informed consent to participate in the study, 311

and completed a demographic questionnaire, in which they in- 312

dicated their video gaming frequency and level of VR expe- 313

rience in addition to demographic information anonymously. 314

They also filled out a motion sickness susceptibility question- 315

naire (MSSQ). 316

Interpupillary distance of each participant was measured us- 317

ing a digital pupillometer and the separation of the HMD lenses 318

was adjusted accordingly. Participants were fitted with an EEG 319

headset, HTC Vive (HMD), and hand controller, and underwent 320

a tutorial session until they felt comfortable and proficient with 321

the VE. 322

When participants declared their proficiency with the system, 323

the tutorial was ended, and a baseline EEG response was ac- 324

quired by showing the test environment with default lighting 325

and no motion or external stimuli for 10 seconds. Participants 326

then completed their first SSQ and proceeded to the experimen- 327

tal phase. 328

In the experiment, each scene simulated a separate cue and 329

consisted of a series of levels, where the simulated cue varied 330

according to a predefined set. During a level, participants were 331

instructed to watch a focus object, a blue octahedron with a 332

glowing effect, while it moved down a wide dark corridor on 333

a winding path for 10 seconds. The camera tracked the focus 334

object from a close distance. As it moved, the focus object 335

oscillated horizontally, requiring participants to shift their gaze 336

between left and right. 337

Following the simulation of each level, participants were 338

asked to rate the amount of discomfort felt during that level 339

on a scale of 1 (“none at all”) to 7 (“extremely”), henceforth 340

referred to as immediate discomfort score (IDS). Participants 341

Figure 1: Flowchart of the experimental procedure for a single session. Each participant experienced three such sessions, in which the scenes were ordered in a 3x3
Latin square design.
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were instructed to assign a score of 1 to indicate the absence342

of discomfort and to use a score of 2 or higher to indicate any343

discomfort experienced, with the score reflecting the perceived344

severity of the discomfort. After registering the IDS, the appli-345

cation proceeded to the next level according to the predefined346

order for the simulated cue set when participants pressed the347

designated hand controller button indicating readiness to con-348

tinue.349

Once all levels of the simulated cue were completed, a black350

screen was displayed for a minimum of 30 seconds to allow351

participants rest their eyes and recollect themselves. Then, the352

scene for the next cue was initiated when the participant ex-353

pressed readiness to continue by pressing the designated hand354

controller button.355

When all three scenes were shown, a session was concluded356

and participants were asked to remove the HMD and fill out an-357

other SSQ. In a single session, a total of 270 seconds of EEG358

data was collected per participant and approximately 9-10 min-359

utes were spent in VR, including baseline recordings and breaks360

between levels.361

After resting their eyes for a minimum of three minutes fol-362

lowing the end of a session, participants were asked if they were363

able to continue the experiment and reminded of their right to364

terminate the experiment at any time. Upon their approval, they365

were refitted with the HMD and immersed in the VE for another366

session.367

The experiment concluded when participants were exposed368

to the VE for three such sessions, in which the cue scenes were369

presented in a randomized order with a 3x3 Latin square design370

to offset carry-over influences between different cues.371

3.2.1. Movement Speed372

In the movement speed trials, a set of ten levels of movement373

speed was simulated (1.2, 2.4, 4.8, 9.6, 14.4, 19.2, 28.8, 38.4,374

57.6, and 76.8 meters/sec for the consecutive levels) as illus-375

trated in Figure 2. During the simulation, speed of the focus376

object was set to the corresponding movement speed (i.e., the377

speed of the scene camera acting as the participant’s viewpoint378

in the VE) in each level. The scene contained bright red ar-379

rows placed on the surrounding walls and the floor in addition380

to the focus object to promote the sense of vection. An emission381

shader was applied to the arrows that made them unaffected by382

Figure 2: Plot showing movement speed values for each cue level.

the scene lighting, thus allowing them to be seen independently 383

from the focus object as it was otherwise the only light source 384

in the environment. 385

3.2.2. Stereoscopic Rendering Parameters 386

To study the influence of different stereoscopic rendering set- 387

tings, we utilized the two principal stereoscopic camera param- 388

eters: interaxial-distance, the distance between the two cameras 389

rendering the scene for each eye, and zero-parallax distance, 390

where the image for the left/right cameras are identical. By al- 391

tering these two parameters via projection manipulations [59] 392

from the values that are fixed by default in commercial VR- 393

HMDs (Table 1), we evaluated the effects of stereoscopic im- 394

agery with a variety of disparity settings. 395

Ten different pairs of interaxial-distance and zero-parallax 396

distance (Table 1) were tried in this scene as illustrated in 397

Figure 3. Only one of the two parameters was changed be- 398

tween consecutive stimulus levels. Initially, the scene was ren- 399

dered using a moderate interaxial-distance and relatively low 400

zero-parallax distance setting. The zero-parallax distance was 401

then linearly increased until the fourth level. After this, the 402

interaxial-distance was increased in the same fashion until the 403

seventh level. As the interaxial-distance reached its maximum, 404

the zero-parallax distance was reduced until the final (tenth) 405

level. In order to boost the number of depth cues in the scene, 406

smaller copies of the focus object, in red, green and blue colors 407

that were randomly assigned in equal likelihood, were scattered 408

in the background. These copies were scaled slightly smaller, 409

keeping the focus object as the center of attention. 410

3.2.3. Scene Complexity 411

We evaluated scene complexity in seven different levels, as 412

follows. In the first level, the scene consisted of nothing but 413

the focus object and the VE corridor. Then in the second level, 414

84 identical copies of the focus object, oscillating vertically in 415

a sinusoidal pattern with a period of two seconds, were added 416

along the left and right edges of the corridor. The third level 417

Figure 3: Directed chart showing the change of stereoscopic rendering param-
eters for each cue level.
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Table 1: Table showing the parameter values (in Unity Engine units) used
through the levels simulating stereoscopic rendering cues and the corresponding
disparity values observed for the focus object (in number of pixels for frames
rendered in a resolution of 1415 by 674 pixels). The separate row at the bot-
tom gives the default values of the stereoscopic rendering parameters, which
are used with the levels simulating the movement speed and scene complexity
cues, and the corresponding disparity.

Cue Level Interaxial
Distance

Zero-Parallax
Distance Disparity

Level 1 0.400 4.0 175
Level 2 0.400 6.0 140
Level 3 0.400 8.0 106
Level 4 0.400 10.0 95
Level 5 0.600 10.0 137
Level 6 0.800 10.0 160
Level 7 1.000 10.0 213
Level 8 1.000 8.5 226
Level 9 1.000 7.0 253
Level 10 1.000 5.0 270

Default 0.022 10.0 105

further increased the number of objects by adding an additional418

171 copies, forming three more lines along the corridor with419

increasing density towards the end. In the fourth level, these420

objects were randomly colored in red, green or blue, with equal421

likelihoods. The fifth level introduced particle emitters, which422

were attached to the objects added in the previous level and423

directed at the center and the camera. At this level, the emit-424

ters generated 20 particles per second matching the color of425

the source object. In the sixth level, the particles were given426

high dynamic range textures for intensified vividness and par-427

ticle force fields were used to propel them directly at partici-428

pants’ center of view. Also, the emission rate was increased to429

50 particles per second. Finally, the seventh level drastically430

increased the brightness of particles and boosted emission rate431

to 75 particles per second, resulting in particles occupying most432

of the field of view at severe discomfort.433

434

In order to isolate the effects of varying complexity to the re-435

sponses captured during the scene complexity trials, the other436

two scenes, simulating movement speed and stereoscopic ren-437

dering cues, were composed in minimal complexity. Likewise,438

we set the movement speed during the simulation of scene com-439

plexity and stereoscopic camera cues at the same minimum440

value (1.2 meters/sec) as the one in the first level of the move-441

ment speed scene. The supplementary video demonstrates a442

complete run of the three scenes comprising all simulated lev-443

els described above.444

3.3. EEG Collection and Processing445

To gather the EEG data, Emotiv Epoc+ [60], a saline-contact446

based headset, was used. The headset collects signals from 14447

electrodes placed around the scalp according to the 10-20 stan-448

dard. The data was recorded to the Emotiv Cloud service by a449

C# script using the Cortex API. The C# script was connected450

via TCP connection to the VR framework so that the markers451

could be added to EEG recordings to label the epochs. The452

connection also allowed to start recording from the framework,453

facilitating synchronization.454

The three main kinds of information in EEG signals are 455

spatial, temporal and spectral [61]. Spatial information cor- 456

responds to the location of the measured signals. The visual 457

stimulus is first processed in the occipital lobe and then follows 458

either a dorsal or ventral stream depending on its purpose [62]. 459

Accordingly, among the fourteen available electrodes, we con- 460

sider the data collected from the four electrodes closest to the 461

occipital lobe, namely the O1 and O2 electrodes placed directly 462

on the occipital lobe and the P7 and P8 electrodes placed on the 463

parietal lobe. 464

A crucial step in an EEG feedback study is to determine 465

the kind of effect that the brain activity to be explored has on 466

the brain. A common practice is to make use of event-related 467

potentials (ERPs), which are small, time-locked voltages that 468

are generated by the brain in response to specific stimuli or 469

events [63]. ERP can be reliably measured by averaging the 470

responses recorded after a specific exposure repeated in a num- 471

ber of trials. However, oscillatory activities are not as easily 472

detectable since they are associated with power changes in spe- 473

cific frequency bands, asynchronous and can be suppressed by 474

noise. In this study, our aim is to explore the discomfort experi- 475

enced in the VE that does not occur as a product of a particular 476

momentary stimulus, but due to cumulative effects during ex- 477

posure to varying stimuli. Therefore, here we adopt to evaluate 478

the EEG data in terms of oscillatory activities as they are more 479

apt for our purposes. 480

We used EEGLAB [64] for processing the EEG data. For 481

the EEG recording of a single participant, three data files in 482

EDF format, one recording for each session, were captured. 483

Only 14 of the 39 channels stored in an EDF file actually car- 484

ried data (electrical signals) from the scalp, and the others were 485

concerned with contact quality, gyroscope measurements and 486

markers. Hence, all channels except the ones carrying the data 487

and the marker information were discarded. The correspond- 488

ing marker values were imported to EEGLAB as events and the 489

marker channel was then deleted as well, leaving only the 14 490

data channels. 491

Although Epoc+ provides notch filters at 50 and 60 Hz fre- 492

quencies, we still encountered a heavy 50 Hz component during 493

our inspection of the frequency domain response. Therefore, 494

the time-series data was filtered using a 48 Hz low-pass filter 495

and a higher order 1 Hz high-pass filter. Baseline removal was 496

applied to the data, eliminating the mean of the entire recording 497

and essentially making it a zero-mean signal. 498

Even though the filters eliminate part of the noise, some ar- 499

tifacts remain within the 1-48 Hz range. Most of these are 500

the artifacts of eye movement, blink and miscellaneous muscle 501

movements. Some of these artifacts can be removed using inde- 502

pendent component analysis (ICA) [65, 66]. For this, the data 503

was split into statistically independent components with ICA 504

and the potential artifacts were eliminated automatically with 505

ICLABEL [67], an independent component classifier trained 506

with a dataset of expert labeled artifacts. Still, this process can 507

not eliminate all remaining noise and artifacts since some com- 508

ponents contain brain activity mixed with noise. After this step, 509

the data was epoched accordingly (i.e., separated into parts cor- 510

responding to the respective trials) and saved. 511
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Spectral information is frequently used in brain-computer512

interface studies on oscillatory activities. For this, relative513

power changes in the selected frequency bands are consid-514

ered. To extract the frequency information, first we compute515

the power spectral density (PSD) with Welch’s method, giving516

the frequency-power information. To find the band power in a517

certain frequency band, PSD can be integrated across it. For our518

analysis, we used the relative powers of the bands θ = 4-8 Hz, α519

= 8-13 Hz, β = 13-25 Hz and γ = 25-45 Hz. The relative power520

is found as the percentage of the power from the selected band521

to the total power in the range of all considered bands. Then,522

to account for personal differences, the relative power captured523

during the baseline recording of the participant is subtracted to524

obtain relative power change.525

We also make use of signal magnitude area (SMA) measure526

obtained from the processed EEG data as in [68]. While it is527

temporal in nature, SMA does not rely on synchronized markers528

as ERP. Hence, it bears potential to identify irregularities that529

may be missed by spectral analysis. SMA of each reading was530

acquired with the modified formula531

S MAi−N/2 =

N/2∑
n=−N/2

|ai+n+1 − ai+n| (1)

which was used to create an SMA sequence from an EEG sam-532

ple. This way of SMA calculation helps to emphasize inter-533

sample differences. Here, i denotes the SMA window position534

in the EEG reading and n denotes the index in the sample win-535

dow. We used a window of N = 256 samples.536

To detect spikes where EEG signal changed abruptly, a537

threshold was applied to the SMA output. The threshold was538

set to the mean and standard deviation of the SMA added to-539

gether. When the SMA value exceeded this threshold for longer540

than 10 samples, it was counted as an SMA event. This process541

was repeated for the four electrodes (O1, O2, P7 and P8) under542

consideration. For data analysis, the difference between a par-543

ticipant’s number of SMA events in a trial and number of SMA544

events in their baseline recording were used. A sample record-545

ing and its outputs for both SMA and thresholding are provided546

in Fig. 4.547

4. Results548

The statistical analyses were conducted using JASP [69] to549

evaluate the relationship between stimulus factors, reported VR550

discomfort, and extracted EEG data based on the following hy-551

potheses.552

• The rise in persistent cybersickness increases with each ses-553

sion (H1)554

• Immediate cybersickness reported during a session is linked555

to persistent cybersickness reported after that session (H2)556

• Changes in the observed VR cues affect the level of immedi-557

ate cybersickness (H3)558

• Experience with VR, video gaming frequency and motion559

sickness susceptibility are predictive of the cybersickness felt560

(H4)561

• Different cue types invoke cybersickness in different intensi-562

ties (H5)563
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Figure 4: Plots showing both SMA and thresholding outputs for a sample EEG
recording captured during the movement speed trials of a user in their second
session. The change in the user’s total SSQ score after the session was +41.14.

• EEG relative power changes are different for the cybersick- 564

ness and non-cybersickness conditions. (H6) 565

• EEG relative power changes are linked to immediate cyber- 566

sickness (H7) 567

• Different durations spent in the VE result in different EEG 568

responses (relative power changes and SMA events) to cyber- 569

sickness (H8) 570

• Different cues evoke different EEG responses (relative power 571

changes and SMA events) to cybersickness (H9) 572

To evaluate the change in persistent cybersickness across 573

the sessions, the differences between the consecutive SSQ re- 574

sponses were taken into account. As different participants were 575

at different mental states at the beginning of the experiment, 576

this approach aims to isolate the effect of the shown stimulus 577

in the analysis. Once at the beginning of the experiment and 578

once after each session, a participant reported a total of 4 SSQ 579

responses. SSQ returns a total score (SSQ-T) in addition to 580

three subscores corresponding to disorientation (SSQ-D), nau- 581

sea (SSQ-N) and oculomotor discomfort (SSQ-O). The aver- 582

age changes in the SSQ scores after each session can be seen 583

in Figure 5. A one way repeated measures analysis of vari- 584

ance (RMANOVA) applied to these changes rejected the null 585

hypothesis for nausea, oculomotor and total scores as shown in 586

Table 2. The averages show a definite increase for these three. 587

However, it did not reject the null hypothesis for the changes 588

in disorientation score (SSQ-D), indicating a linear behavior in 589

increase, as Figure 5 illustrates. 590

In order to evaluate the effects of the simulated VR cues 591

and personal factors (MSSQ percentile, level of VR experi- 592

ence and video gaming frequency) on immediate discomfort, 593

we applied them into a linear regression model. For this, the 594

movement speed and stereoscopic rendering parameters were 595

entered as given in Sections 3.2.1 and 3.2.2, respectively, while 596

scene complexity was entered by the corresponding level num- 597

ber ranging from 1 to 7. The data was separated by sessions to 598

account for the time spent in VR. The adjusted R2 metric of re- 599
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Figure 5: Changes in the SSQ scores following each session. The error bars
represent ± 1 standard error.

Table 2: Average changes in SSQ scores per session and corresponding
RMANOVA test results.

Session 1 Session 2 Session 3 Significance
Nausea
Difference -4.04 ± 12.40 4.43 ± 10.95 12.14 ± 14.56 F2,64 = 12.558, p < 0.001

Oculomotor
Difference 2.06 ± 14.83 10.56 ± 17.04 13.09 ± 16.33 F2,64 = 4.283, p = 0.018

Disorientation
Difference 8.01 ± 19.38 9.28 ± 20.49 7.59 ± 20.90 F2,64 = 0.053, p = 0.949

SSQ-Total
Difference 1.59 ± 13.99 9.40 ± 16.67 13.26 ± 15.84 F2,64 = 4.728, p = 0.012

gression models and individual values (β and p) are provided in600

Table 3. Adjusted R2 metric increases over successive sessions,601

indicating the regression model gets better at expressing the re-602

lationship between the IDS and personal/controlled factors with603

more time spent in VR. All three VR cues are indicated to be604

significant predictors across all sessions. Similarly, MSSQ per-605

centile is also significant across all sessions. While level of VR606

experience is a significant predictor in sessions 1 and 3, video607

gaming habits are identified significant in sessions 1 and 2.608

Correlations between per-session averages of IDS and609

changes in SSQ scores were investigated to explore the relation-610

ship between immediate and persistent cybersickness. Weak611

yet significant correlations were found between the IDS aver-612

ages of the speed trials and changes in SSQ-N (r = 0.210, p =613

0.037), SSQ-O (r = 0.223, p = 0.027) and SSQ-T (r = 0.230, p614

= 0.022). A similar link between SSQ-N changes and the aver-615

age IDSs of the stereoscopic cue levels was also observed (r =616

0.273, p = 0.027).617

Table 3: Statistics of the linear regression models that take controlled and per-
sonal factors as input and attempt to predict IDS separated by session. Adjusted
R2 metric, ranging from 0 to 1, describes how well the model predicts the out-
put. β is the standardized coefficient for the corresponding input. Inputs with p
values less than 0.05 were considered statistically significant predictors for the
immediate discomfort and shown in bold.

Session 1 Session 2 Session 3
Adjusted R2 R2 = 0.238 R2 = 0.244 R2 = 0.309

MSSQ Percentile
β = 0.192
p < 0.001

β = 0.136
p < 0.001

β = 0.145
p < 0.001

VR Experience β = 0.184
p < 0.001

β = 0.019
p = 0.517

β = -0.105
p < 0.001

Video Gaming Frequency
β = -0.106
p = 0.001

β = -0.150
p < 0.001

β = -0.035
p = 0.264

Scene Complexity β = 0.314
p < 0.001

β = 0.396
p < 0.001

β = 0.320
p < 0.001

Movement Speed β = 0.257
p < 0.001

β = 0.289
p < 0.001

β = 0.273
p < 0.001

Camera Interaxial-Distance β = 0.372
p < 0.001

β = 0.355
p < 0.001

β = 0.514
p < 0.001

Camera Zero-Parallax Distance β = 0.075
p = 0.028

β = 0.089
p = 0.009

β = 0.076
p = 0.019

e

To evaluate whether different VR cues lead to different IDSs, 618

a two-way RMANOVA with Greenhouse-Geisser correction 619

was applied to participants’ average IDSs, separated by both 620

cue type and session. The RMANOVA test rejected the null 621

hypothesis for both cue type (F1.27,40.68 = 8.87, p < 0.01), and 622

session (F1.52,48.08 = 5.80, p = 0.01), as well as their interaction 623

effects (F3.20,102.48 = 6.07, p < 0.001). Main effect analysis was 624

performed for both cue type and session difference. All ses- 625

sions showed significant differences for cue types (for session 626

1: F2 = 3.72, p < 0.05; for session 2: F2 = 4.35, p < 0.05; and 627

for session 3: F2 = 16.83, p < 0.001). However, for the session 628

main effect, only the IDS responses to the stereoscopic render- 629

ing cues indicated a significant change (F2 = 13.07, p < 0.001) 630

while the scores associated with scene complexity (F2 = 1.21, p 631

= 0.305) and speed (F2 = 1.11, p = 0.335) cues did not change 632

significantly. The averages of the reported IDSs as separated by 633

cues and sessions are given in Figure 6. 634

We evaluated the relative power changes in the frequency 635

bands of the O1, O2, P7 and P8 electrodes, returning sixteen 636

spectral measures per stimulus level experienced by each par- 637

ticipant. First, the changes in these frequency bands were in- 638

spected to assess the relationships between different levels of 639

cue types and the acquired EEG data. The standardized average 640

of the relative power changes in the four frequency bands of the 641

specified electrodes against the cue types and levels are shown 642

in the top three rows of Figure 7. For each frequency band, the 643

standardized relative power changes from the four electrodes 644

are averaged and shown in the bottom three rows of Figure 7. 645

The relative power changes in the theta frequency band exhibit 646

an upwards trend as the stimulus levels progress, especially for 647

the movement speed and stereoscopic rendering cues. The rel- 648

ative power changes in the alpha and beta frequency bands do 649

not present a set trend but strong variations are seen in the al- 650

pha band across certain levels that can indicate a sudden change 651

of discomfort between those levels. It is also seen that stan- 652

dardized relative power change in the gamma band exhibits a 653

downwards trend as the stereoscopic rendering levels progress. 654

Correlations between IDS and EEG features are given in Ta- 655

ble 4. Analysis reveals that the stereoscopic cues from ses- 656

sion 3 bear low correlation despite seeing a high amount of 657

discomfort. Further evaluation shows that the ratio of levels 658

with reported discomfort is relatively high for the stereoscopic 659

cues at session 3 (54% of 330 levels recorded from all partici- 660

pants). The data was also evaluated with Welch’s t-test, reveal- 661

ing multiple significant differences between the discomfort and 662

non-discomfort conditions with no apparent significant correla- 663

tions. Relative power changes for O1 theta band (t = -2.704, p 664
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Figure 7: Standardized EEG relative power changes averaged over different
frequency bands separated by cue type across all sessions (top half) and over
different electrode positions separated by cue type across all sessions (bottom
half).

= 0.008), O2 theta band (t = -3.301, p < 0.001), P7 theta band (t665

= -2.754, p = 0.007), P7 alpha band (t = -2.047, p = 0.043) and666

P8 theta band (t = -2.516, p = 0.013) show significantly higher667

values for the discomfort condition. Relative power changes668

for O1 beta band (t = 3.280, p < 0.001), O1 gamma band (t 669

= 1.989, p = 0.049), O2 beta band (t = 3.949, p < 0.001), O2 670

gamma band (t = 2.635, p = 0.009), P7 beta band (t = 4.035, 671

p < 0.001), P7 gamma band (t = 2.813, p = 0.006), P8 gamma 672

band (t = 2.012, p = 0.046) show significantly lower values for 673

the discomfort condition. 674

Mean EEG relative power changes per session were com- 675

pared to the SSQ changes of the corresponding sessions by 676

Pearson’s correlation analysis. Within the correlations of 16 x 4 677

variables, the Pearson’s analysis revealed 17 significant correla- 678

tions. The whole set of correlation results are given in Table 5. 679

We also investigated the use of IDS as a binary measure in- 680

dicating cybersickness and non-cybersickness conditions. For 681

this purpose, the trials were split across different cues. After 682

this, Welch’s t-test was applied between trials with discomfort 683

and no discomfort. The test shows multiple significant results, 684

most notably for the movement speed cues. Results are given 685

in Table 6. 686

In order to check whether discomfort from different cues 687

evoke different responses in EEG that can be detected from 688

the relative power change, two-way multivariate ANOVA 689

(MANOVA) was applied to the stimulus levels where discom- 690

fort is present, testing for evident differences in EEG relative 691

power changes for different cues and sessions. The MANOVA 692

analysis did not reject the null hypothesis for different cues 693

(F2,1284) = 1.239, p = 0.168); but revealed that the EEG relative 694

power change from baseline shows a significant difference for 695

different sessions (F2,1284 = 7.778, p < 0.001) and a significant 696

interaction effect (F4,1284 = 1.705, p < 0.001). Cue effect on the 697

EEG relative power changes was further investigated with in- 698

dividual ANOVA tests which exhibited that the relative power 699

changes of several electrode-frequency band pairs show signifi- 700

cant differences across different cue conditions. The results are 701

provided in Table 7. 702

Similarly, we explored the effects of different cues and time 703

spent in VR on the EEG response to cybersickness in the form 704

of SMA events. Again, only the trials reporting cybersick- 705

ness were included in the analysis. Two separate two-way 706

MANOVA tests were employed, one investigating specific elec- 707

Table 4: Pearson’s correlation analysis results between participants’ IDS and the EEG relative power changes divided by sessions and cue type.

Session 1 Session 2 Session 3
EEG Relative Power Change (%) Complexity Speed Stereoscopic Complexity Speed Stereoscopic Complexity Speed Stereoscopic
O1 theta 0.163* 0.160** 0.068 0.177** 0.150** −0.124* 0.021 0.012 0.040
O1 alpha 0.045 0.297*** −0.061 −0.022 0.126* 0.025 −0.152* −0.165** −0.051
O1 beta −0.115 −0.097 −0.047 −0.133* −0.113* 0.160** 0.057 0.145** −0.045
O1 gamma −0.174** −0.294*** −0.022 −0.162* −0.246*** 0.038 0.015 0.006 0.005
O2 theta 0.122 0.111* 0.026 0.168* 0.155** −0.117* 0.028 0.054 0.079
O2 alpha 0.014 0.197*** 0.000 −0.126 0.007 −0.051 −0.149* −0.177** −0.035
O2 beta −0.010 −0.135* 0.028 −0.071 −0.049 0.092 0.059 0.091 −0.075
O2 gamma −0.136* −0.162** −0.066 −0.088 −0.194*** 0.135* 0.022 −0.006 −0.058
P7 theta 0.150* 0.291*** 0.057 0.162* 0.159** −0.171** −0.005 0.003 0.041
P7 alpha 0.131* 0.295*** −0.042 −0.005 0.086 −0.029 −0.088 −0.024 0.099
P7 beta −0.110 −0.179** −0.024 −0.045 −0.085 0.197*** 0.015 0.030 −0.087
P7 gamma −0.184** −0.368*** −0.048 −0.206** −0.224*** 0.111* 0.041 −0.009 −0.050
P8 theta 0.171** 0.223*** 0.108* 0.146* 0.177** −0.121* 0.017 0.046 0.044
P8 alpha −0.001 0.133* −0.019 −0.066 0.053 −0.136* −0.228*** −0.242*** −0.113*
P8 beta −0.075 −0.119* −0.114* −0.045 −0.103 0.138* 0.083 0.147** 0.022
P8 gamma −0.151* −0.274*** −0.064 −0.120 −0.207*** 0.161** 0.071 0.022 −0.013
* p < 0.05, ** p < 0.01, *** p < 0.001
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Table 5: Correlation analysis results between SSQ scores and EEG relative
power changes.

Changes in Simulator Sickness Questionnaire Scores
EEG Relative
Power Change (%) Nausea Oculomotor Disorientation Total

O1 theta 0.062 0.257* 0.167 0.208*
O1 alpha 0.103 0.047 0.130 0.103
O1 beta −0.085 −0.190 −0.158 −0.179
O1 gamma −0.161 −0.289** −0.262** −0.279**
O2 theta 0.045 0.260** 0.194 0.212*
O2 alpha 0.114 0.016 0.045 0.063
O2 beta −0.117 −0.197 −0.116 −0.179
O2 gamma −0.098 −0.263** −0.247* −0.250*
P7 theta 0.031 0.226* 0.116 0.164
P7 alpha 0.123 0.049 0.115 0.106
P7 beta −0.035 −0.200* −0.138 −0.160
P7 gamma −0.092 −0.212* −0.154 −0.191
P8 theta 0.056 0.225* 0.137 0.180
P8 alpha 0.165 0.015 0.146 0.113
P8 beta −0.094 −0.178 −0.154 −0.174
P8 gamma −0.126 −0.218* −0.207* −0.223*
* p < 0.05, ** p < 0.01, *** p < 0.001

Table 6: T-test results (t values) for EEG relative power changes between the
trials that reported discomfort and the trials that reported no discomfort. The
results are split across different cues. Significant results are indicated with aster-
isks. Positive t values indicate that trials where discomfort was reported return
lower relative power changes than trials without discomfort, while negative t
values indicate the opposite.

EEG Relative Power Change (%) Complexity Speed Stereoscopic
O1 theta −3.029** −2.854** −1.869
O1 alpha 1.655 −1.865 2.116*
O1 beta 1.203 0.775 1.393
O1 gamma 2.651** 4.985*** 0.395
O2 theta −2.853** −3.011** −1.841
O2 alpha 2.447* −1.206 2.138*
O2 beta 1.236 1.018 2.186*
O2 gamma 1.314 4.192*** −0.065
P7 theta −2.297* −3.759*** −0.341
P7 alpha 0.206 −3.553*** −0.140
P7 beta 2.284* 2.364* 0.875
P7 gamma 1.988* 5.427*** 0.307
P8 theta −2.337* −3.747*** −1.901
P8 alpha 2.013* −0.520 3.413***
P8 beta 1.032 0.761 0.663
P8 gamma 1.081 4.557*** 0.123
* p < 0.05, ** p < 0.01, *** p < 0.001

Table 7: Average relative power changes for discomfort condition separated by
different cues and their corresponding ANOVA results. The table includes only
the electrode-frequency band pairs that returned a significant p-value less than
0.05 in the ANOVA test.

Complexity
M ± SD

Speed
M ± SD

Stereoscopic
M ± SD Significance

Alpha Relative Power
Change of Electrode O1 -3.21 ± 8.86 -1.61 ± 9.36 -2.94 ± 9.53

F2,1284 = 3.264
p = 0.039

Gamma Relative Power
Change of Electrode O1 3.20 ± 11.99 3.11 ± 11.05 4.78 ± 11.20

F2,1284 = 3.184
p = 0.042

Alpha Relative Power
Change of Electrode O2 -5.13 ± 9.85 -2.95 ± 9.43 -4.49 ± 10.23

F2,1284 = 4.772
p = 0.009

Gamma Relative Power
Change of Electrode O2 4.19 ± 12.16 3.26 ± 10.69 5.38 ± 11.40

F2,1284 = 4.129
p = 0.016

Alpha Relative Power
Change of Electrode P7 -1.24 ± 6.74 -0.13 ± 6.94 -1.23 ± 6.73

F2,1284 = 3.577
p = 0.028

Alpha Relative Power
Change of Electrode P8 -2.06 ± 7.77 -0.74 ± 8.20 -1.87 ± 7.69

F2,1284 = 3.210
p = 0.041

trodes (O1, O2, P7 and P8) and another investigating the re-708

gions (occipital and parietal) encompassing these electrodes.709

The test investigating the electrodes returned a significant ef-710

Table 8: Main statistics of the detected SMA events per-session in trials with
discomfort condition and the corresponding ANOVA results (rightmost col-
umn).

Session 1
M ± SD

Session 2
M ± SD

Session 3
M ± SD Significance

O1 Electrode 0.64 ± 2.6 0.22 ± 2.55 0.12 ± 3.23
F2,1284 = 4.037
p = 0.018

O2 Electrode 0.64 ± 2.49 -0.09 ± 2.75 0.26 ± 2.90
F2,1284 = 7.324
p < 0.001

P7 Electrode 0.58 ± 2.57 0.73 ± 2.26 0.80 ± 2.34
F2,1284 = 0.954
p = 0.386

P8 Electrode 0.88 ± 2.63 -0.18 ± 2.87 0.91 ± 2.43
F2,1284 = 23.265
p < 0.001

Occipital Region 1.28 ± 4.28 0.125 ± 4.25 0.38 ± 4.69
F2,1284 = 7.699
p < 0.001

Parietal Region 1.46 ± 4.35 0.55 ± 4.17 1.72 ± 3.77
F2,1284 = 9.629
p < 0.001

fect of time spent in VR (F2,1284 = 9.314, p < 0.001), however 711

did not reject the null hypothesis for different cues (F2,1284 = 712

1.333, p = 0.222) nor the interaction effect (F4,1284 = 1.492 and 713

p = 0.093). Similarly, the test regarding the different regions 714

returned significant results for session effect (F2,1284 = 8.536, 715

p < 0.001), but did not for different cues (F2,1284 = 2.148, p = 716

0.072) or the interaction effect (F4,1284 = 1.314 and p = 0.232). 717

Individual ANOVA testing for sessions, given in Table 8, re- 718

ported significant results for all electrodes and regions except 719

the P7 electrode, while the ANOVA for different cues did not 720

return significant results. 721

Additionally, curves of the averages for the number of SMA 722

events and IDS through the levels are provided in Figure 8. The 723

number of events in the occipital region is seen to decrease after 724

the first session, especially for the complexity and stereoscopic 725

rendering cues. On the other hand, the number of events in the 726

parietal region exhibits a similar pattern after the first session, 727

but then rises in the third session for all cues, a trend that can 728

also be seen in Table 8. Nevertheless, as seen in Figure 8, the 729

averages for the number of SMA events do not illustrate clear 730

trends with respect to the changes in simulated cue levels. 731

5. Discussion 732

Investigating the first hypothesis (H1:“The rise in persistent 733

cybersickness increases with each session”), a growing per- 734

session increase in cybersickness measured by SSQ scores was 735

observed through the experiment except the disorientation sub- 736

score, which had a reduced rise in the last session. Hence, 737

the hypothesis is confirmed for total sickness and SSQ sub- 738

scores related to nausea and oculomotor strain but not for dis- 739

orientation. This finding is in line with multiple previous stud- 740

ies [45, 70, 41] that identified time spent immersed in VR as an 741

important factor in cybersickness, reporting increased discom- 742

fort with prolonged use. As disorientation subscore measures 743

the severity of symptoms such as dizziness and vertigo, one 744

reason behind its trend can be that the participants might have 745

felt these symptoms much earlier than the symptoms associated 746

with nausea or oculomotor subscores. 747

The analysis exploring the link between immediate cyber- 748

sickness reported in-VR and persistent cybersickness reported 749

post-VR (H2) revealed significant correlations between the 750
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Figure 8: Curves representing average number of SMA events and IDS, separated by cue type and session. To ease examination, all graphs use the same vertical
scale.

immediate discomfort experienced with the speed cues and751

changes in total SSQ scores. Therefore, the results confirm H2752

for the cybersickness invoked by the speed cues but not for the753

other two.754

For all three sessions, scene parameters were found as signif-755

icant predictors for immediate cybersickness. Similarly, MSSQ756

percentile turned out to be a significant predictor across all ses-757

sions with a positive coefficient, affirming the assumption that758

people who are more susceptible to motion sickness would be759

more susceptible to cybersickness as well. Video gaming fre-760

quency was identified as a significant predictor for the first two761

sessions with a negative coefficient, suggesting gamers could be762

less prone to feeling discomfort with VR-HMDs for a certain763

duration, however this tolerance seems to wear off with pro-764

longed uses as seen in session 3 with video gaming frequency765

showing no significant effect. VR experience level of the par-766

ticipant shows a mixed effect by emerging as a significant pre-767

dictor for sessions 1 and 3 with opposing coefficients (nega- 768

tive on session 1 and positive on session 3). This may indicate 769

that the participants with more VR experience could be bet- 770

ter at accommodating to cybersickness and feel less discomfort 771

in longer sessions. Another noteworthy point is that interaxial- 772

distance, a key stereoscopic rendering parameter, seems to have 773

contributed more to discomfort in session 3 than session 1. This 774

is in line with the findings of Wang et al. [71] that the ability 775

of accommodation decreased with repeated exposure to VAC- 776

inducing content. This probably causes the same stimulus to 777

be more taxing for the human visual system, generating greater 778

discomfort and further visual fatigue. All in all, while hypoth- 779

esis H3 (“Changes in the observed VR cues affect the level 780

of immediate cybersickness.”) is fully confirmed, H4 (“Expe- 781

rience with VR, video gaming frequency and motion sickness 782

susceptibility are predictive of the cybersickness felt.”) is par- 783

tially confirmed due to VR experience and video gaming fre- 784
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quency not being significant predictors for all sessions.785

Immediate discomfort was found to have changed signifi-786

cantly for both different sessions and different cues. Main effect787

analysis showed that different cues led to different grades of im-788

mediate discomfort in all sessions, however only the immediate789

discomfort in response to the stereoscopic rendering cue levels790

showed a significant change across different sessions. Again,791

this is in line with Wang et al.’s findings [71]. As different cues792

consistently resulted in different immediate discomfort, hypoth-793

esis H5 (“Different cue types invoke cybersickness in different794

intensities.”) is confirmed.795

EEG feedback revealed weak but significant correlations be-796

tween relative power changes, primarily in the theta and gamma797

frequency bands, and persistent cybersickness scores. Theta798

and gamma frequency relative power changes from all four799

electrodes showed significant correlations with the oculomotor800

subscores. In addition, gamma band relative power changes for801

O1, O2 and P8 electrodes correlated significantly with the total802

SSQ scores as well as the disorientation subscores. The nau-803

sea subscore was not found to correlate significantly with any804

electrode-frequency band pairs. These results show gamma fre-805

quency relative power change to be an especially valuable met-806

ric when it comes to long term effects of cybersickness. This807

complies with Jang et al.’s [44] results, which showed lower808

beta and gamma absolute bandpowers for the user group with809

higher SSQ scores.810

Evaluation of the t-test results for relative power changes al-811

lowed us to examine the IDS as a binary measure. The tests812

revealed increased theta relative power change for both com-813

plexity and speed cues for the discomfort condition. Alpha fre-814

quency relative power change was found to be increasing for815

speed cues, however showed a decrease for stereoscopic and816

complexity cues for trials with discomfort. Beta relative power817

change was found to be decreasing for all cues. However, the818

t-test yielded significant results only for the O2 electrode for819

stereoscopic cues and the P7 electrode for the speed and com-820

plexity cues. Gamma relative power change showed a signifi-821

cant decrease for complexity and speed trials with discomfort822

as well. The effect seen on the theta and alpha frequency bands823

in speed cues are also reported by Nurnberger et al. [45]. Sim-824

ilarly, the effect on the beta and gamma frequency bands is in825

line with multiple works [34, 44]. These results partially con-826

firm hypothesis H6 (“EEG relative power changes are differ-827

ent for the cybersickness and non-cybersickness conditions.”)828

as significant differences are observed between certain EEG rel-829

ative power changes for trials with and without reports of dis-830

comfort.831

Regarding the correlation between immediate discomfort and832

EEG data, the results associated with the complexity and speed833

cues were found to be consistent with the SSQ correlations. The834

significant correlations are mainly seen on the theta and gamma835

frequency bands. Relative power changes in the alpha and beta836

frequency bands are also seen to be correlated with certain elec-837

trode positions. However, discomfort due to stereoscopic ren-838

dering cues led to varying responses across the three sessions.839

The first session results show little relationship between EEG840

relative power changes and IDSs. While the second session re-841

sults revealed more significant correlations, these were not in 842

line with the corresponding SSQ correlations. The third ses- 843

sion revealed a low amount of significant correlations, similar 844

to the first session; yet, the t-tests revealed multiple electrode- 845

frequency band pairs that showed significantly different rela- 846

tive power changes between the discomfort and non-discomfort 847

conditions. The t-test results were also consistent with the cor- 848

relations observed between SSQ and relative power changes. 849

The significant differences demonstrated by the t-tests, despite 850

the lack of correlations, may indicate that it is possible to ob- 851

serve the presence of discomfort in the EEG response inter- 852

preted with the relative power change measure, but not the in- 853

tensity of it. Altogether, these findings confirm hypothesis H7 854

(“EEG relative power changes are linked to immediate cyber- 855

sickness.”) only partially. 856

The effects of different cues and sessions on EEG relative 857

power changes from the levels where discomfort is present was 858

tested. While the MANOVA test did not return a significant ef- 859

fect for the cue type, individual ANOVA tests showed that alpha 860

and gamma relative power changes of certain electrodes exhib- 861

ited different responses for different cues across all sessions. 862

These features are specifically important to identify the source 863

of cybersickness experienced by the user. Similarly, Lin et al. 864

showed alpha and gamma bands of the EEG power spectrum as 865

valid indicators of motion sickness [72]. While the number of 866

SMA events returned similar results, there was no indication of 867

a cue dependent response with this metric. The hypothesis H8 868

(“Different durations spent in the VE result in different EEG re- 869

sponses to cybersickness.”) is fully confirmed as the MANOVA 870

tests regarding both the relative power changes and the number 871

of SMA events rejected the null hypothesis for different ses- 872

sions. However, the hypothesis H9 (“Different cues evoke dif- 873

ferent EEG responses to cybersickness.”) is confirmed partially 874

for relative power changes as the MANOVA results for relative 875

power changes rejected the null hypothesis for different cues, 876

but individual ANOVA testing returned some significant results. 877

The hypothesis H9 is rejected outright for SMA events due to 878

the absence of supporting MANOVA and individual ANOVA 879

results. 880

6. Limitations 881

Although analysing the brain feedback in terms of oscillatory 882

activities provided us with rich data of the vision-related accu- 883

mulated brain response to the simulated VR stimuli, oscillatory 884

activities are seriously challenged by noise and other artifacts 885

which do not pose such problems in ERP analysis by means 886

of precisely-timed measurements and averaging after many re- 887

peated trials of the exact same stimuli. Further, the EEG data 888

captured during our study inevitably incorporated noise and 889

other artifacts in addition to the actual response, mainly due 890

to the fact that the participants were given the liberty to look 891

around in accordance with the free-viewing paradigm as they 892

were asked to follow the focus object during the trials. Their 893

head and eye movements that occurred while looking around 894

introduced unwanted artifacts in the received EEG signals. Al- 895

though the application of the widely-used mitigation measures 896
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of EEG preprocessing filtered out most of these, it is not possi-897

ble to remove all completely and the remaining artifacts even-898

tually may have had some effect on the evaluation.899

The user study design was subject to limitations, as well.900

Some of these limitations are due to the VE design decisions901

with the intent of minimizing other EEG artifacts. For instance,902

the VE was kept as simple as possible in order to prevent pos-903

sible emotional response, among others. Nonetheless, the sim-904

ple hall environment and the movement down this straight hall905

might have had a limiting impact on the VE’s ability to elicit906

vection. On the other hand, while more twists and turns in907

the movement path, as done with roller-coasters in some of908

the previous cybersickness studies [23, 32], would likely cause909

more discomfort, they would also cause more head movements,910

which introduce EEG artifacts, and would not be suitable for911

our study where we aim to investigate the effects of separate912

VR cues in isolation from other factors. Another limitation913

is that our user study design lacks a designated control condi-914

tion. However, we use the EEG recordings captured during the915

baseline scene as reference. Furthermore, while having back-916

to-back sessions with three-minute breaks in-between was a917

deliberate experimental design choice to enable the investiga-918

tion of time-related accumulation effects on cybersickness, the919

durations of the break periods between consecutive levels and920

scenes can be regarded as limiting to a certain extent. To avoid921

contamination effects, before starting a new scene, participants922

were asked if they were comfortable continuing the experiment923

at the end of the designated amount of time. Also, they were924

instructed that they should resume the experiment by clicking925

the designated hand controller button if and only if they felt926

ready after any break following a level or a scene. While such927

precautions have been utilized in previous cybersickness stud-928

ies using multiple short-term stimuli in a row [37, 73, 74], as929

in our study, we should note that these measures may not have930

been fully sufficient to completely eliminate intra-stimulus con-931

tamination.932

7. Conclusion933

In this study, we have presented a broad evaluation of the934

effects of the movement speed, scene complexity and stereo-935

scopic rendering cues on cybersickness experienced with VR-936

HMDs through a user study where we collected EEG feedback937

from 33 participants with corresponding self-reported discom-938

fort measures. The supplementary video illustrates the scenes939

along with the standardized EEG relative power changes for the940

corresponding stimulus levels.941

Analysis of EEG features and self-reports of discomfort re-942

vealed connections that indicate a relationship between EEG943

data and the presence of cybersickness for all three cue types.944

Persistent cybersickness was found to be connected to imme-945

diate cybersickness invoked by the speed cues. Similarly, im-946

mediate cybersickness was shown to be affected by the changes947

in VR cues. EEG relative power changes were also found to948

be linked to both immediate and persistent cybersickness, es-949

pecially in the theta and gamma frequency bands. We also ob-950

served significantly different EEG relative power changes be-951

tween when participants reported and did not report cybersick- 952

ness. Further, these significant differences were present in the 953

lack of correlations, hinting that EEG relative power changes 954

can reveal the presence of cybersickness but not the intensity. 955

The amount of increase in total persistent cybersickness, as 956

well as the amount of increase in persistent nausea and ocu- 957

lomotor discomfort, grew with each session spent immersed 958

in VR. Also, immediate discomfort for stereoscopic rendering 959

cues and the observed EEG markers (relative power changes 960

and number of SMA events) showed a definite change with fur- 961

ther sessions. The increase in immediate cybersickness in re- 962

sponse to the stereoscopic rendering cues over successive ses- 963

sions suggests that the tolerance to these effects may be de- 964

crease over time. Additionally, immediate cybersickness and 965

the EEG relative power changes in certain electrode-frequency 966

band pairs, especially the ones associated with the alpha band, 967

were significantly different for different VR cues. 968

EEG data has been shown to be beneficial for cybersickness 969

analysis via neural networks [75, 76, 77] as they can infer re- 970

lationships between signals from different electrodes and eval- 971

uate the spatial response along with other features that can be 972

extracted from the time series data. The data acquired with the 973

study show the presence of cybersickness and that the caus- 974

ing stimuli can have significantly distinct EEG responses, hy- 975

pothetically allowing for advancing the future work in terms 976

of both detecting cybersickness and classifying the cause of it 977

for proper mitigation. Further, findings of this study can act as 978

guidelines for future work on cybersickness research with EEG 979

feedback. 980
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